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ABSTRACT 
This research work focuses on minimizing the cumulative time delay in 
the mechanism of geostationary earth orbit (GEO) satellite system 
Transport Control Protocol (TCP) in a bid to enhancing the system 
throughput using h-infinity synthesis technique. The satellite system has 
become the solution-bridge to the problem of long range communication 
medium and achieving global ubiquitous network coverage cheaply. TCP 
over satellite is a critical structure in the communication network; but due 
to the long propagation satellite channel path and the increasing reliance 
on the wireless network especially the internet, the protocol has witnessed 
increased traffic congestion and severe delays which can snowball into 
data queue and more delays if not checked.  Also, TCP over satellite is a 
slow protocol due to its mechanisms of flow control and congestion 
avoidance, geared toward reliable service delivery.  Hence, the high 
latency or time delays in satellite channels. The delay from the long 
propagation path alone, accounts for more than 70% of the system delay. 
If the system time delay is not minimized, the system performance is 
affected adversely. To minimize these delays and improve the 
performance of the TCP over satellite communication system a robust 
control method is needed which can consider the high level of 
disturbances in the design by improving the settling time, the tracking 
error and the stability margins of the system. H-infinity synthesis 
technique is an advanced and robust feedback control technique which 
uses weights to achieve robust controller characteristics through loop-
shaping. In this work, the H-infinity synthesis technique was applied to 
improve the throughput of TCP over satellite system by minimizing the 
time delays. The computation and simulation were carried out in 
MATLAB application software. From the results, the existing TCP over 
satellite system recorded a very high settling time of 356 seconds which 
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indicates that the system has slow speed. However, H-infinity controlled 
TCP over satellite model recorded a very low settling time of 0.0394 
seconds which indicates 99.99% improvement of the system. These 
results indicate high speed response to disturbance. Therefore, H-infinity 
controlled TCP over satellite system achieved low latency, enhanced TCP 
throughput and overall system performance.  
 
Keywords: Satellite communication, time delay, TCP performance, 
robust control, enhanced throughput, round trip time, low latency, system 
performance, 
 
INTRODUCTION 
The satellite system provides communication medium for Internet 
Protocol (IP) traffic which ensures very highly secured means of 
communicating data without compromising the content of such data. 
Inherently, the IP traffic is coupled with other protocols, most often 
Transport Control Protocol (TCP) for its transport control, hence the 
famous TCP/IP protocol suite [1]. TCP/IP is used over satellite links for 
more reliable and secured information communication, but many factors 
specific to satellite communications such as high latency or time delay 
adversely affect TCP mechanisms, thereby yielding to poor performance 
of the satellite network [1]. The transmission control protocol as 
presented in many research work is a reliable and most widely used 
transport protocol for the popular internet applications such as the World 
Wide Web (www) and FTP etc. TCP was designed and tuned to operate 
in fixed networks, where the key functionality and major goal is to utilize 
the available bandwidth and avoid overloading the network. Basically, 
TCP sender adapts its use of the bandwidth based on the feedback from 
the receiver [2]. This adaptation can be obtained by implementing a 
number of TCP mechanisms including slow start/congestion avoidance, 
fast retransmit/fast recovery, and Selective Acknowledgements (SACK) 
[3]. Although these mechanisms work properly in wired networks, they 
have negative impacts on the performance of TCP in satellite 
environment, thereby causing poor performance of the satellite network 
[4]. The large latencies, bandwidth and path asymmetries, and 
occasionally high error rates on satellite channels provide TCP with a 
challenging environment to operate. This is because, these satellite 
channel features or disturbances are identified by the transport control 
protocol as error. Unfortunately, TCP notices or identifies error during 
data transport or transfer as it cuts its window into half. This TCP 
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mechanism feature affects the general performance of the system because 
it slows down the data transfer and can also cause data loss and introduce 
more error into the system. 
 
Satellite Communications 
A satellite in general can be described as any natural or artificial body 
moving around a celestial body such as a planet or a star. The artificial 
satellites are put into the desired orbit and have payloads depending upon 
the intended application [5]. In the context of this work, reference is 
made only to artificial GEO satellites, placed at about 36,000km above 
earth’s surface [6] and orbiting the planet Earth. The exchange of 
information between source and destination using satellite channel is 
known as satellite communications. This communication involves a lot of 
interacting functions of interacting groups. This is modelled into an 
architecture called the OSI reference model.  
 
OSI/ISO seven-layer reference model 
In order to master interactions and facilitate design, it is important to 
identify and group responsibilities or tasks of similar nature, and clarify 
the interactions between the various groups in a well-structured 
architecture called the OSI reference model. The system communication 
functions are therefore divided into layers, with sets of rules referred to as 
protocols[7] as shown in figure 1, taking care of exchange of information 
between the layers. 

 
Figure 1: OSI/ISO seven-layer reference model [7],[8]. 
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Description of the layers of the OSI Reference Model  
The following are brief descriptions of each layer of the seven layer of the 
Open Systems Interconnection (OSI) reference model [8]: 
Layer 1: The Physical layer specifies electrical interfaces and the physical 
transmission medium. In a satellite network, layer 1 consists of 
modulation and channel coding techniques which enable the bit stream to 
be transmitted in specific formats and allocated frequency bands. The 
radio links act as the physical transmission media. 
Layer 2: The Data Link layer provides a line that appears free of 
undetected transmission errors to the network layer. A special sub-layer 
called Medium Access Control (MAC), deals with the sharing of the 
physical resource between communicating terminals. This is the subject 
of the multiple access techniques such as FDMA, TDMA, CDMA, etc. 
and Demand Assignment Multiple Access (DAMA). Broadcasting 
networks have additional issues in the data link layer, e.g. how to control 
access to the shared medium [8]. 
Layer 3: The Network layer routes packets from source to destination. 
The functions include network addressing, congestion control, 
accounting, disassembling and reassembling, coping with heterogeneous 
network protocols and technologies. In a broadcasting network, the 
routing problem is simple as the destination is the same for all packets. 
The routing protocol is often thin or even non-existent. 
Layer 4: The Transport layer provides a reliable (error-free) data delivery 
service for processes utilizing the transmitted data at higher layers. It is the 
highest layer of the services associated with the provider of 
communication services, guaranteeing ordered delivery, error control, 
flow control and congestion control.  
Layer 5: The Session layer provides the means for cooperating 
presentation entities to organize and synchronize their dialogue and to 
manage the data exchange. 
Layer 6: The Presentation layer is concerned with data transformation, 
data formatting and data syntax. 
Layer 7: The Application layer is the highest layer of the ISO 
architecture. It provides services to application processes. 
When designing satellite networks, focus is primarily put on layers 1 to 4, 
but a good understanding of the upper layer processes and performances 
is also necessary, for the satellite network not to degrade the end-to-end 
quality of service of the communication [9]. To optimize the performance 
of the satellite communication system, we place more focus basically on 
issues of layer 4, which is the transport layer. 
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Satellite Transport Protocol 
The Transmission Control Protocol (TCP) and User Datagram Protocol 
(UDP) are the two common and basic transport layer protocols of the 
Internet Protocol (IP) reference model. The protocols originate at the 
end-points of bidirectional satellite communication flows, allowing for 
end-user terminal services and applications to send and receive data 
across the Internet [11]. UDP is connectionless oriented, no error check, 
no acknowledgement (ACK), less reliable but faster protocol. Its 
application therefore includes: VoIP, broadcasting, multicasting and 
gaming. TCP is a connection oriented protocol, capable of verifying the 
correct delivery of data between client and server using acknowledgement 
(ACK) technique. TCP recovers lost data by retransmitting data until the 
data is correctly and completely received. It ensures reliable service 
delivery and finds application in: web surfing- HTTP, HTTPs, files 
transfer- FTP, mails- SMTP[10]. Since the TCP provides more reliable 
user data transport but due to the processes involved in its ability to 
recover lost data and using acknowledgement scheme to deliver a more 
reliable data transfer, TCP has been accepted to be one of the most 
important satellite protocols that must be improved on. 
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RELATED WORKS 
Basic TCP Mechanism 
In the wired network, which TCP was originally designed for, the most 
common cause of packet loss is congestion thus; TCP treats packet loss as 
an indicator of network congestion. However, such an assumption is not 
applicable in wireless or satellite networks where packet loss is more 
likely caused by transmission errors. This happens automatically because 
that is the way it was originally designed and the sub-network need not 
know anything about IP or TCP. In such case, it simply drops packets 
whenever it must, though some packet-dropping strategies are fairer than 
others. TCP has two methods of recovering from packet loss. The most 
vital method is by the use of retransmission timeout which means that, if 
an ACK fails to arrive after a certain period of time, TCP retransmits the 
oldest unacknowledged packet. Assuming this as a hint that the network is 
congested, TCP waits for the retransmission to be acknowledged before it 
continues and it gradually increases the number of packets in flight as 
long as a timeout does not occur again. A retransmission timeout can 
inflict a significant performance consequence, as the sender waits during 
the timeout interval and restarts with a congestion window of one 
following the timeout which is referred to as slow start [12]. 
 
TCP Flow and Congestion Control 
The TCP protocol uses its window size in controlling congestion as well 
as traffic. The window size is negotiated between the sender and receiver. 
The sender then sets its window size to a value less than the advertised 
receiver window (rwnd) size, to avoid overwhelming the receiver’s buffer 
as shown in figure 2. Thus, flow control is achieved. When the 
destination receives packet correctly, it returns an ACK to the sender, as 
shown in figure 3. When the sender receives the ACK, TCP increase its 
transmission window. However, if the sender does not receive an ACK 
for a packet within a certain timeout (TO) interval, TCP retransmits the 
packet and all subsequent packets in the window. This is known as 
retransmission timeout (RTO). Obviously, setting appropriate timeout is 
very relevant to ensuring fairness and maximizing throughput. Too short 
RTO result in unnecessary retransmissions and too long RTO causes 
undue time delay, waiting for ACKs. The computation of RTO is carried 
out based on the round trip time (RTT) between the sender and receiver. 
Congestion control is different from flow control. In flow control, the 
receiver attempts to prevent the sender from overflowing the receiver 
buffer.  
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Figure 2: TCP window flow control: Send 
 
 

 
Figure 3: TCP window flow control: Receive 
 
Congestion control is a congestion avoidance algorithm within the 
network. In addition to the general window, TCP also has a congestion 
window (cwnd) for each connection. The maximum number of allowed 
“on the flight” (or packets sent but not yet acked) packet is the minimum 
of the cwnd and the advertised rwnd size. TCP determines the cwnd 
based on the congestion it perceives in the network. As the congestion 
level increases, the congestion window decreases, similarly when the 
congestion level decreases, the congestion window increases. TCP 
assumes that all losses are due to congestion. Therefore, if a packet is lost, 
the congestion window is halved. If otherwise, the congestion window is 
incremented by one. This is known as the additive increase/multiplicative 
decrease (AIMD) [12]. The amount of data TCP transmits, but yet to be 
acknowledged constitutes the delay bandwidth (DB). The delay used in 
equation 2.1 is the round trip delay. 
 
Time Delays in TCP over Satellite Channels  
Each segment passing through a satellite network is subjected to 3 delays:  
Transmission Delay: This is the time taken to transmit a segment on a 
network with the user-configured bandwidth.  
Propagation Delay: This is the user-configurable amount of time it takes a 
segment to travel the length of the channel. 
Queue Delay: This delay occurs when a segment arrives while another is 
being serviced. The new segment must be in the queue and await 
transmission. The length of the queue determines the queue delay [13]. 



 

*Isioto, Nte N. et al. | 15  
 

CEDTECH International Journal of Engineering & Applied Science 
Volume 4, Number 1, March 2023 

http://www.cedtechjournals.org  

 
Impact of TCP Delays on Satellite Networks 
Long feedback loop: Due to the propagation delay with satellite 
transmission, it takes a significant time for a TCP sender to determine 
whether or not a packet has been successfully received at the final 
destination. This delay affects interactive applications such as Telnet, as 
well as some of the TCP congestion control algorithms. 
Delayed ACKs: Normally TCP does not send an ACK directly following 
data reception. Instead, the ACK is delayed hoping to send it along with 
data going in the same direction, especially in the case of interactive 
applications. 
 
Propagation delay: The end-to-end latency experienced by users includes 
transmission delay, queuing delay, and propagation delay. In satellite 
networks, the propagation delay is typically the largest component of the 
overall delay experienced. In geostationary (GEO) satellite networks, only 
round trip propagation delays, which is the delays aggregated from 
transmission of data and waiting for the receipt of an ACK, account for 
major delay. The bulk of the delay is associated with the uplink and 
downlink. However, links between satellite repeaters also add delay, 
typically on the order of a few milliseconds per link. The communication 
delay between two earth stations connected via satellite link is a major 
challenge to the performance of the highly interactive application like 
TCP. For GEO satellite communications systems, this latency is at least 
250 milliseconds and sometimes can be as high as 300milliseconds. 
Other delays from framing, queuing, and on-board switching add extra 
delays, making the end-to-end delay as high as 400 milliseconds [27]. This 
delay represents more than 70% of total or end-to- end delay. These high 
round trip delays have a huge impact on the speed with which the TCP 
congestion window opens. Small file transfers may experience 
unnecessarily long delays due to the fact that it will take several RTTs 
before the congestion window opens up to a sufficiently large size. 
The effect of these delays (in terms of RTT) on the throughput is made 
obvious from equation 2.1. 

ܶℎ݃ݑ݋ݎℎݐݑ݌ = ோ௘௖௘௜௩௘௥	஻௨௙௙௘௥	ௌ௜௭௘
ோ்்

    (2.1) 
The long delay channels require larger windows than what standard TCP 
offers and a more accurate Round Trip Time (RTT) evaluation. The 
TCP’s receiving window size is critically relevant in satellite environment 
because, as evident from equation 2.1, the optimum throughput of TCP 
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connection is dependent on the RTT [14], which is a function of time 
delay. 
 
Effect of TCP Delays on Satellite Throughput  
Satellite channel bandwidth ranges from 1.54Mbps for T1 channel to 
622.08Mbps for OC-12 satellite channel [15]. Taking an instance of T1 
satellite channel with bandwidth of 1.54Mbps and with reference to 
equation 2.1, the effect of delay on satellite TCP throughput can be 
appreciated. In applying this equation, we assume a loss-free network and 
a TCP that does not use any congestion control algorithms. Then, 
maximum throughput will occurs at minimum RTT and can be 
calculated. 

ݐݑ݌ℎ݃ݑ݋ݎℎܶ		.ݔܽܯ = ெ௔௫ .		ோ௘௖௘௜௩௘௥	஻௨௙௙௘௥	ௌ௜௭௘
ெ௜௡.		ோ்்

            (2.2) 
 
The maximum TCP receive window over a satellite channel is 65,535 
bytes. In this work, the minimum RTT is 582ms.  Therefore, using (RTT 
of 582 ms) 

ݐݑ݌ℎ݃ݑ݋ݎℎܶ	݉ݑ݉݅ݔܽܯ = ଺ହହଷହ
ହ଼ଶ

=    ݏܿ݁ݏ/ݏ݁ݐݕ112.6ܾ
Obviously, this upper limit on TCP throughput shows that TCP under 
utilizes the bandwidth or will be unable to exhaust the bandwidth 
provided by T1 satellite channels [14]. 
 
Research Gap 
From the review, there significant poor performance of the TCP over 
satellite network due to the features of the satellite channel that do not 
favor the mode of operation of the TCP which was originally designed for 
terrestrial network [16],[17]. The inherent characteristics of the long, end-
to-end satellite channel path which include latency, delay bandwidth, 
packet loss, congestion, and losses due to transmission errors among 
others, contribute to delays as TCP mechanism tries to ensure reliability 
of data transfer and control of congestion between the user terminals [17].  
 
SCOPE OF THE RESEARCH 
This study is limited to the analysis of the existing satellite TCP model 
and the optimization of TCP Time delay using H-infinity technique. This 
analysis and the time delay optimization function were carried out in 
MATLAB simulation platform. An algorithm for improving the time 
delay was developed and converted into a computer program using 
MATLAB’s H-Infinity syntax. 
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METHODOLOGY AND DISSCUSSION 
Research Methodology 
In line with the aim to optimize satellite system transport control protocol 
time delays for enhanced throughput and the objectives of this work, the 
methodology includes:  

1. Study and analyzes the existing TCP model over satellite system in 
order to identify and establish the existence of research gaps. 

2. Use Feedback Control Mechanism for TCP Compensation for the 
improvement of the satellite system performance by improving the 
time delay. 

3. And develop the Compensator Design using H-Infinity synthesis 
syntax. 

 
Existing TCP Model 
The TCP model over the satellite communication system is modeled 
using the fluid flow approach [18], [19], [20], [21] and the TCP system is 
demonstrated as shown [22] in figure 4. 
 

 
Figure 4: Block diagram of existing TCP model over satellite [22]. 
The existing TCP model is expressed in the equation model given in the 
time domain as shown in equation 4.1  

⎩
⎪
⎨

⎪
(ݐ)ܹ̇⎧ = ଵ

ோ(௧) −
ௐ൫௧ିோ(௧)൯
ோ൫௧ିோ(௧)൯

ݐ൫݌ − ൯(ݐ)ܴ

(ݐ)ݍ̇ = ௐ(௧)
ோ(௧) (ݐ)ܰ − ܥ

(ݐ)ܴ = ௤(௧)
஼(௧) + ௣ܶ

   (4.1) 

where ܹ̇(ݐ) and ̇(ݐ)ݍ represents the time-derivatives of W(t) and q(t) , 
respectively. W(t) means the TCP window size, q(t) represents the queue 
length in the router. p(t) denotes the probability packet 
marking/dropping. R(t) signifies the round-trip time, C(t) denotes the link 
capacity. Tp represents the propagation delay. N(t) denotes the load factor 
or number of TCP sessions [22], [23]. 
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Analysis of the Existing TCP Model 
The first differential equation in equation (4.1) describes the TCP 
window control dynamic and the second equation models the bottleneck 
queue length. In this model, the congestion window W(t) increases 
linearly if no packet loss is detected; otherwise it halves. 
Linearizing (4.1) about the operating point we obtain: 

ቐ
(ݐ)ܹ̇ߜ = − ே

ோబమ஼
൫(ݐ)ܹߜ + ݐ)ܹߜ − ܴ଴)൯ − ோబ஼మ

ଶேమ
ݐ)݌ߜ − ܴ଴)

(ݐ)ݍ̇ߜ = ே
ோబ
(ݐ)ܹߜ − ଵ

ோబ
(ݐ)ݍߜ

    (4.2) 

Where: ܹߜ = ܹ − ଴ܹ̇ ݍ̇ߜ , = ݍ − ̇݌ߜ ,଴ݍ = ݌ −  ଴ represent the݌
perturbed variables around the operating point. 
For typical network conditions [23], 

ܰ
ܴ଴ଶ

=
1
଴ܹܴ଴

≪
1
ܴ଴

 

 

ቐ
(ݐ)ܹ̇ߜ = − ଶே

ோబమ஼
(ݐ)ܹߜ − ோబ஼మ

ଶேమ
ݐ)ܲߜ − ܴ଴),

(ݐ)ݍ̇ߜ = ே
ோబ
(ݐ)ܹߜ − ଵ

ோబ
(ݐ)ݍߜ

  (4.3) 

Considering the following dynamics and performing Laplace transform 
on (4.3), we have equation (4.4)  

⎩
⎪
⎨

⎪
(ݏ)஼௉்ܩ⎧ =

ೃబ಴మ

మಿ

൬௦ା మಿ
ೃబ
మ಴
൰
݁ି௦ோబ

(ݏ)௤௨௘௨௘ܩ =
ಿ
ೃబ

ቀ௦ା భ
ೃబ
ቁ

																					                          (4.4) 

Equation 4.4 represents the frequency domain mathematical model of the 
existing TCP model over satellite. Where ்ܩ஼௉(ݏ)	is the TCP window 
dynamic and ܩ௤௨௘௨௘(ݏ)	is the queue’s dynamic. 
Simplifying equation 4.4 yields: 

ቐ
(ݏ)஼௉்ܩ = ோబయ஼య௘షೞೃబ

ଶேோబమ஼௦ାସேమ
	

(ݏ)௤௨௘௨ܩ = ே
ோబ௦ାଵ

             (4.5) 

From equation 4.5, illustrates the simplified TCP model diagram in 
frequency domain as shown in figure 5. 
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ܴ௢ଷܥଷ݁ିோ೚ௌ

2ܴܰ௢ଶݏܥ+ 4ܰଶ

 

ܰ
ܴ௢ݏ + 1

 

y ݎ௜௡  
 
 
 
 
 
 
Figure 5:  Simplify TCP model block diagram in frequency domain  
 
ݐ	ݏݐ݊ݏ݁ݎ݌݁ݎ(௦)ߩ	ݐ݁ܮ ,(ݏ)߲	݀݊ܽ	ݏܿ݅݉ܽ݊ݕ݀	ݓ݋݀݊݅ݓ	ܲܥܶ	݁ ݐ 	.ݏܿ݅݉ܽ݊ݕ݀	݁ݑ݁ݑݍ	݁
Then computing for the output, y 
ݕ = (௦)ߩ ×  ௜௡        (4.6)ݎ(ݏ)߲
The transfer function, G(s) becomes: 
(ݏ)ܩ = ௬

௥೔೙
= (௦)ߩ ×  (4.7)         (ݏ)߲

Where: 

(௦)ߩ  = ோబయ஼య௘షೞೃబ

ଶேோబమ஼௦ାସேమ
	         (4.8) 

(ݏ)߲ = ே
ோబ௦ାଵ

          (4.9) 

As the network parameter {N, C, R0} are positive, where R0 > 0 is the time 
delay, N is the number of TCP sessions and C (s) is the link capacity. 
(ݏ)ܩ =  (4.10)       (ݏ)௤௨௘௨௘ܩ(ݏ)஼௉்ܩ

(ݏ)ܩ = ௬(௦)
௥೔೙(௦)

         (4.11) 

(ݏ)ܩ = (௦)ߩ ×  (4.12)       (ݏ)߲
Substituting for ߩ(௦) and ߲(ݏ) in 4.12 and simplifying, the existing TCP 
model equation becomes thus: 

(ݏ)ܩ  = ோబయ஼య௘షೞೃబ

ଶேோబమ஼௦ାସேమ
× ே

ோబ௦ାଵ
 

(ݏ)ܩ =
಴మ

మ

൬௦ା మಿ
ೃబ
మ಴
൰ቀ௦ା భ

ೃబ
ቁ
݁ିோబ௦      (4.13) 

Equation 4.13 is the equation describing the existing TCP model over 
satellite. For the ease of circuit synthesis, further simplification of 
equation 4.13 gives: 

(ݏ)ܩ = ோబయ஼య௘షೃబೞ

ଶோబయ஼௦మାଶோబమ஼௦ାସோబே௦ାସே
      (4.14) 

Where: ܴ଴	݅ݏ	ݐℎ݁	݀݊ݑ݋ݎ	݌݅ݎݐ	݁݉݅ݐ,ܴܶܶ;  	ݕݐ݅ܿܽ݌ܽܿ	݈݇݊݅	ℎ݁ݐ	ݏ݅	ܥ	
 .(ݎ݋ݐ݂ܿܽ	݀ܽ݋݈	ℎ݁ݐ	݁.݅)Sݏ݊݋݅ݏݏ݁ݏ	ܲܥܶ	݂݋	ݎܾ݁݉ݑܰ	ݏ݅	ܰ	݀݊ܽ
Equation 4.14 is the simplified transfer function representing the 
performance of the existing TCP model over satellite system. 
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Time Delay Analysis of Existing TCP Model 
The performance and time delay analyses of the existing TCP model over 
satellite communication system involve the use of Step Function 
Technique. This is a graphical time domain analytical method that 
computes the damping time, the percentage overshoot and the steady 
state error through the use of the system model. The damping time of the 
TCP model over the satellite shows the speed the system or how fast the 
system can bounce back to its equilibrium when disturbance occurs in the 
system. This means that low damping time shows higher speed for the 
system output. The percentage overshoot depicts the percentage 
difference in height the system trajectory in time can go beyond its 
equilibrium height before settling down.  This means that low percentage 
overshoot shows better system output behavior. 
 
Feedback Control for TCP Compensation 
This method involves the application of feedback control measure and 
the design of a compensator for the performance improvement of the 
TCP model over satellite communication system as shown in figure 6. 
G(s) represents the TCP model; K(s) represents the compensator, while 
the e(s) represents the error which is the difference between the reference 
input Rref and the actual output y of the system. The u represents the 
control law which guides the improvement of the TCP model. 

 
Figure 6: The improved TCP model with feedback and compensation 
 
In order to model the improved TCP system, a closed loop control 
technique was applied to figure 4.3. 

 ܶ = ீ௄
ଵାீ௄

     (4.15) 
Substituting for G(s) into equation 4.15, we have: 

ܶ =
ቆ ೃబ

య಴య೐షೃబೞ

మೃబ
య಴ೞమశమೃబ

మ಴ೞశరೃబಿೞశరಿ
ቇ௄

ଵାቆ
ೃబ
య಴య೐షೃబೞ

మೃబ
య಴ೞమశమೃబ

మ಴ೞశరೃబಿೞశరಿ
ቇ௄
	    (4.16)  

Simplifying completely, the equation becomes:  
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ܶ = ோబయ஼య௄௘షೃబೞ

ଶோబయ஼௦మାଶோబమ஼௦ାସோబே௦ାସேାோబయ஼య௄௘షೃబೞ
	 (4.17) 

 
Where: T is the modified TCP model over satellite communication 
system. 
Equation 4.17 represents the H-infinity controlled TCP over satellite for 
improve satellite communication performance.   
To achieve the TCP over satellite communication system performance 
improvement, the robust compensator was designed using H-Infinity 
synthesis. This method applies adjustable weights at the error signal, the 
control signal and the actual output of the system in order to achieve the 
desired improved throughput by loop shaping.  

 
Figure 7: TCP model feedback control with the weights 
The robust compensator design for the TCP over satellite 
communication system was based on the computation and analysis of the 
following functions:  
Complementary sensitivity (T), Sensitivity (S) and Open loop gain (L) 
[25]. 
 
H-Infinity Compensator Design 
The H-Infinity controller design method here involves the control of the 
TCP model with the adjustable weights W1 and W2 during the 
simulation based on the TCP model parameters. The weight parameters 
are varied in order to improve the iteration results. The weighting 
functions have been chosen according to industrial performance 
specifications [26]: 
 
W1: the inverse of the weighting function Wp(s) is used to impose a 
performance specification in terms of the sensitivity function S. Wp is 
chosen: 

K(s) 

W3 W2 W1 
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ଵܹ(ݏ) =
௦
ெೞൗ ା௪௕

௦ା௪್∗஺ೞ
     (4.18) 

where Ms is to introduce a margin of robustness on the peak of S, wb helps 
to have a sensible attenuation of disturbances and As helps to reduce the 
steady-state position error. 
 
W2: the control output u is weighted according to the actuator limitations. 
Wu(s) is set to: 

ଶܹ(ݏ) =
௦ାఠ್೎

ெ௨ൗ

௦∗ఌାఠ್೎
    (4.19) 

Where, Mu helps to impose limitations on the maximum value of the 
controller output signal, wbc helps to limit the effect of measurement noise 
and plant uncertainties at high frequencies, and ε helps to ensure a high-
frequency controller gain. 
 
Proposed H-Infinity Algorithm 
i. Bearing in mind that the equation of the existing model as 

represented by equation 4.14, thus: 

(ݏ)ܩ =
ܴ଴ଷܥଷ݁ିோబ௦

2ܴ଴ଷݏܥଶ + 2ܴ଴ଶݏܥ + 4ܴ଴ܰݏ + 4ܰ
 

ii. Apply weight W1 to control the TCP model sensitivity to 
disturbance 

iii. Apply restrained control W2 on the control signal u 
iv. Ignore the closed loop system (T) control by applying no control, 

W3=0 
v. Augment or connect the plant G(s) with weighting functions W1(s), 

W2(s) and W3(s) (design specifications) to form an “augmented 
plant” P(s) 

vi. Apply H-Infinity synthesis for loop shaping and generate the 
compensator K  

vii. Compute the loop gain (L) = K*P 
viii. Compute the system sensitivity function S = (1+L)-1 
ix. Compute the complementary sensitivity function T=(1-S) 
x. Analyze L, S and T for performance and robustness of the 

controlled system 
This technique allows very precise loop shaping via suitable weighting 
strategies and thereby achieves robust control. Augmenting the TCP 
model with frequency dependent weights W1, W2 and W3, the Matlab 
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script hinfsyn will find a compensator that ”shapes” the signals to the 
inverse of these weights. The Matlab function augw (or connect) forms 
the augmented TCP model plant function. H-Infinity synthesis technique 
does not require simulation turning, rather it is achieved in computation 
using Matlab program codes and the results were noted as the weights 
were varied. This algorithm was designed to use control weights or gains 
to generate a compensator or modified TCP model based network which 
is represented mathematically by the TCP transfer function through 
simulation. The proposed algorithm is converted to a MATLAB syntax 
program codes in an m-file and executed in MATLAB application 
software platform. The controller which is realized in state space can be 
achieved physically using microcontroller or analog devices. 
 
Specific Objective of H-Infinity Technique 
The objectives of this robust control system here is to help to reduce the 
damping time of the TCP model over satellite system because this will 
help to improve the speed with which the TCP cancels the effect of 
disturbances from congestion or delay in ACK reception and hence, 
improve the throughput of the communication system. 
 
Round Trip Time (RTT) Measurement 
The RTT measurement for the TCP over satellite communication was 
carried out in a service provider facility using Wireshark Network 
Analyzer application software through the VSAT connection. The 
Wireshark network analyzer application software is a versatile software 
tool that runs in a computer system, especially in servers connected to the 
network to monitor the behavior of the packets of information as they are 
transmitted and received. It also monitors the network protocols such as 
the transport protocols, application protocols etc. The service provider 
facility was chosen for the TCP over satellite RTT measurement because 
they have a connection into the internet through the satellite 
communication network. The purpose of choosing Wireshark network 
analyzer application system is that it is very fast in monitoring, computing 
the monitored data and it has a friendly user interface which makes it easy 
to be operated by the users. The results of the RTT measurements were 
carefully observed and recorded as shown in Table 4.2. These results 
were further analyzed to obtain the minimum, mean and maximum 
values of RTT, as shown in Table 4.3. 
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Table 4.1: Simulation Parameters 
Parameter Value 
Link Capacity, C 4000 packets/s 
Bandwidth of Server link 100Mbps 
Load Factor, N 60 
Window Size 64 Kbytes 
Simulation Time 10 sec 

 
Table 4. 2: Round Trip Time Measurement 

SN RTT (milliseconds) RTT (seconds) 
1 600 0.600 
2 603 0.603 
3 599 0.599 
4 596 0.596 
5 600 0.600 
6 605 0.605 
7 609 0.609 
8 603 0.603 
9 606 0.606 
10 610 0.610 
11 618 0.618 
12 609 0.609 
13 605 0.605 
14 620 0.620 
15 616 0.616 
16 611 0.611 
17 615 0.615 
18 609 0.609 
19 609 0.609 
20 611 0.611 
21 618 0.618 
22 582 0.582 
23 592 0.592 
24 601 0.601 
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Total RTT = 14547 
Frequency = 24 
Minimum RTT = 582ms  
Mean RTT = 606ms 
Maximum RTT = 620ms 
 
Table 4.3: Summary of the RTT results for simulation 
RTT Value (ms) Value (s) 
Minimum 582 0.582 
Mean 606 0.606 
Maximum 620 0.620 
 
RESULTS 
This section presents and explains data and the findings as analyzed, for 
the existing TCP over satellite system and then, for the improved TCP 
over satellite system.   
 
Existing TCP over Satellite Results and Analysis 
Step response for minimum RTT 
The step response simulation for Minimum RTT was carried out to find 
out the settling time of the existing system. The result of this simulation is 
shown in figure 8. From the result, the system achieved settling time of 
386 seconds. This means that it takes the system 386 seconds to get back 
to its equilibrium after encountering disturbance. It also achieved 0% 
overshoot which indicates that the system can perform very well when 
there is no significant disturbance. 

 
Figure 8: TCP step response for minimum RTT 
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TCP step response for mean RTT 
The simulation of step response for the mean RTT was also carried out 
and the result is displayed in figure 9. From the graphical results shown in 
figure 9, it is clear that the existing TCP over satellite model with mean 
RTT achieved settling time of 356 seconds. That is, it takes the system 
356 seconds to get back to its equilibrium after encountering disturbance. 
It also achieved 0% overshoot which also indicates that the system can 
perform very well when there is no significant disturbance. 

 
Figure 9: TCP step response for mean RTT. 
 
TCP step response for maximum RTT 
Considering, the maximum value of RTT, the simulation for the step 
response was also conducted and the result is as shown in figure 10. The 
result shows that the TCP over satellite system recorded a settling time of 
340 seconds. That is, it takes the system 340 seconds to get back to its 
normal function after disturbance. It also recorded 0% overshoot which 
indicates that the system can perform very well when there is no 
significant disturbance. These findings are displayed in figure 10. 
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Figure 10: TCP step response for maximum RTT. 
 
The results of all the simulations done on the existing TCP over satellite 
model, for minimum, mean and maximum values of RTT were displayed 
together in a tabular form for easy comparison and are shown in table 5.1.  
 
Table 5.1: Summary performance of the existing TCP over satellite 
model analysis 
RTT Settling Time 

(seconds) 
Overshoot (%) 

Minimum 386 0 
Mean 356 0 
Maximum 340 0 
 
In summary, the results in table 5.1 show that the existing system 
recorded very high settling time indicating significant time delays in the 
system which varied significantly due to lack of system robustness. 
 
H-Infinity Controlled TCP over Satellite System Results and Analysis 
This section is designed for the simulation results and analysis of the H-
Infinity controlled TCP over satellite system. The designed controller K 
for the improvement of the TCP over satellite model is as represented in 
state space model as follows: 
x = ax + bu 

y = cx + du                                                (5.1) 

For Maximum RTT

Time (seconds)

A
m

pl
itu

de

0 100 200 300 400 500 600
0

0.5

1

1.5

2

2.5

3
x 10

10

System: G
Settling time (seconds): 340

System: G
Peak amplitude: >= 2.58e+10
Overshoot (%): 0
At time (seconds): > 600



 

*Isioto, Nte N. et al. | 28  

Minimizing the Time Delay in Geo Satellite System TCP Mechanism for 
Enhanced Throughput using H- Infinity Technique 
 
H-Infinity controlled TCP step response for minimum RTT 
The result for the H-Infinity step response for minimum RTT shows that 
the H-infinity controlled TCP over satellite model recorded a settling 
time of 0.0394 seconds and overshot of 0%. This means that the system 
achieved significant improvement in performance due to the reduced and 
very low settling time recorded. This is shown in figure 11. 

 
Figure 11: H-infinity controlled TCP step response for minimum RTT 
 
H-Infinity controlled TCP step response for mean RTT 
The result for the H-Infinity step response for mean RTT shows that the 
H-infinity controlled TCP over satellite model for the mean RTT also 
recorded a settling time of 0.0394 seconds and overshot of 0% as shown 
in figure 5.5. This also means that the H-infinity controlled system 
achieved significant improvement in performance due to the reduced and 
very low settling time recorded. This is detailed in figure 12. 
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Figure 12: H-infinity controlled TCP step response for mean RTT 
 
H-Infinity controlled TCP step response for maximum RTT 
The result for the H-Infinity step response for maximum RTT shows that 
the H-infinity controlled TCP over satellite model for the mean RTT also 
recorded a settling time of 0.0394 seconds and overshot of 0% as shown 
in figure 5.6. This also means that the H-infinity controlled system 
achieved significant improvement in performance due to the reduced and 
very low settling time recorded. The results also indicate that the H-
infinity controlled TCP over satellite model maintain same settling time 
and overshoot as the RTT varied. This is made obvious in figure 13. 

 
Figure 13: H-infinity controlled TCP step response for maximum RTT 
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In table 5.2, the results of all the simulations carried out on the H-infinity 
controlled TCP over satellite model, for minimum, mean and maximum 
values of RTT were put together in a tabular form for easy comparison. 
 
Table 5.2: Summary of the H-infinity controlled TCP over satellite model 
analysis 
RTT Settling 

Time 
(second) 

Overshoot 
(%) 

Minimum 0.0394 0 
Mean 0.0394 0 
Maximum 0.0394 0 
 
The results in table 5.2 show the summary of the H-infinity controlled 
TCP over satellite model for the varied RTT. The results indicate that the 
H-infinity controlled TCP over satellite model recorded a reduced and 
very low settling time of 0.0394 seconds and sustained this throughout the 
variations in the RTT. This means that it will take the system as fast as 
0.0394 seconds to regain its normal function in the face of any form of 
disturbance. Thereby reducing the delays and   improving the TCP 
general performance and consequently, the satellite communication 
throughput. 
 
CONCLUSIONS 
This work therefore concludes that the existing proportional controlled 
TCP over satellite recorded very high settling times which vary with 
RTTs. This shows significant level of time delays and thus poor 
performance for the different variations of the RTT. It also concludes 
that the H-infinity controlled TCP over satellite model achieved very 
good performance with low settling time for the variations of the RTT. 
The time it takes the TCP over satellite system bounce back to its normal 
function after encountering disturbance was improved by the H- infinity 
synthesis method from 356 seconds, for mean RTT to a consistent value 
of 0.0394 seconds, despite variations in RTT. This represents 99.9% 
improvement of the settling time. Therefore, the H-infinity controlled 
TCP over satellite shows robustness and ability to cushion the effect of 
delays and enhances the system throughput.  
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